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Scenario: a simple example of cross-media :

Starting Query

Starting 

QueryStarting 

Query

User can start a query from any type of media, and relevant multimedia data would 

be returned.

Textual Description to
the giant Panda: the 
Panda is a kind of cat 
which …… 

“Giant Panda” Image

“Giant Panda” Text “Giant Panda” Audio



Cross-media retrieval is a useful way to access multimodal data:                   

available available

available available

 Cross-media retrieval can be regarded as the simulation of 
the real world, and it helps us get multimodal data in a more 
flexible and more informative way!

texts
image

audiovideo

……
……



What cross-media retrieval needs to do?

user query interface

Submit a query example

It can be an image, audio or 

keywords…

cross-media search enginecross-media search enginecross-media search engine

texts image audio video

raw data

knowledge base

multimodal representation 
& index

query results:

texts, images, audios…



From Multimedia Retrieval to Cross-media 
Retrieval

1) Image Retrieval: Content-based 



 towards cross-media Retrieval

 Motivation

image retrieval

audio retrieval
video retrieval

motion retrieval

3D model retrieval

Cross-media 

retrieval……

intelligent 

integration

We can provide a more flexible and efficient way to access multimodal data.

We name it as cross-media retrieval. 

CBXR



• Support multimodal sources

 smooth integration of multimodal data;

 query media objects by examples of different modalities; 

• Challenging issues:

 texts, images, audios, etc. are represented with different 
features

 different features are heterogeneous

 cross-media similarity can’t be measured by content features

 there is a semantic gap between low-level features and 
semantics



 Solution to Cross-media retrieval

 build cross-indexing from multimodal 
data

 organize multimedia document

 explore cross-media correlations

 ……



Cross-indexing-based retrieval: General idea

text

image

audio

video

graphics

text search engine

image search engine

audio search engine

video search engine

graphics search engine

preprocessing
cross-index 

graph

cross-index 
multimodal search 

engine
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clustering

R
e
trie

v
a
l    in

te
rfa

ce

query

search results 
fusion

results

relevance feedback

……



an image 

query 

example

retrieved

images

retrieved video

retrieved audio

(1) Cross-index retrieval:  interface

The system now support images, audios and videos. 

Users can submit any of the media objects, and the system returns relevant images, audios 

and videos. 



Build multimedia document:  framework

text

image

audio

video

graphics

Semantic skeleton 
base

Storage Subsystem
Multimedia 
document

Preprocessing

Learning and 
Relevance feedback 
subsystem

Query Processor
(multimedia document 
+ media objects)

keyword



Besides keyword-based search, the user 
can perform a content-based search with a 
specific media object as the query example

A multimedia document is visualized as 
its sketch, i.e. text, images and key-frame 
lists for videos. 

image video text multimedia document

the left figure is the relevant media data 
retrieved by the query of “water”.

Building multimedia document:  retrieval interface



Challenges:

visual feature space auditory feature space

high-level semantics：war, dog, bird, car, tiger

Gap 2: Semantic gap

1. multimodal data reside in heterogeneous feature spaces

2. the semantic gap

Gap 1: Content gap

Exploring cross-media correlations:  challenges



Images and audios represent high-level semantics from different perspectives. If we can 

find the correlation between different perspectives, we can enable cross-media retrieval 

with the bridge of correlations.

bird explosiontiger dogcar

correlation
correlation

Exploring Cross-media Correlations:  Solutions



ICUDL06, YT Zhuang

Canonical correlation analysis
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image feature matrix: Audio feature matrix:Input： npX nqY

At the same time, the 

correlation between X and Y  

maximally coincides with the 

correlation between X’ and Y’

X and Y are of different dimension !

X and Y are of the same dimension !

Basic idea:

Exploring cross-media correlations:  mathematical realization



ICUDL06, YT Zhuang

the correlation network in the subspace

locate

1. how to measure both intra- and inter-media correlations ?

2. how to introduce new media objects into the system?

locate

testing data

Intra-mediaIntra-media

cross-media

cross-media

Exploring cross-media correlations:  subsequent challenges



textual

visual

acoustical

temporal

attributes

Others

……

High-Dimension

Heterogeneous

High-order

Features

• Issues:

– Feature fusion; Heterogeneous feature selection; Cross-modal 

metric learning

– …

Motivation and Background:

Three Properties of  Cross-media 

Many kinds of features can be

obtained and they have different

intrinsic discriminative power to

characterize the corresponding

semantic.



flickr

YouTube

CNN

Yahoo

facebook

twitter

• Issues:

– Near-duplicated detection; Cross-domain learning; Transfer Learning

– …

The data about a same topic/event

may be obtained from multiple

sources.

Motivation and Background:

Three Properties of  Cross-media 



The virtual world (cyberspace) and the real-

world (reality) complement each other, 

such as Google Flutrends

Cyberspace Reality
Complement

Motivation and Background:

Three Properties of  Cross-media 



The illustration of the concept of cross

 Multi-modal data 

is connected due 

to their 

correlations.

 The multiple 

source data is 

connected  due 

to their 

correlations.

Multi-modal data is connected

Cross

Cross Cross

Multiple source data is connected

Images

Tags

Webpage

图像

Tags

Audio

Tags

Image

Cross Cross



The utilization of cross-media

 Three steps:

 Discover the correlations between data objects

 Collect all of correlated data together

 Understand their embedding semantics (e.g., objects, events

and topics).





– Cross-media Retrieval

– Cross-media Ranking

– Cross-media Hashing

– Cross-collection Topic Modeling

The recent research about cross-media learning



• Mission: support similarity search for multi-modal data, 

e.g., the retrieval of images in response to a query textual 

document or vice versa.

The recent research about cross-media learning

Cross-media Retrieval

Query Textual Document Retrieved Images



• Mission: learn one appropriate metric for ranking multi-

modal data to preserve the orders of relevance. For example, The 

retrieved images are ranked in term of their relevance to the 

query textual document in a listwise manner. 

Query Textual Document Ranked Listwise Image Results

The recent research about cross-media learning

Cross-media Ranking



• Mission: attempt  to learn hashing function(s)  to faithfully 

preserve the intra-modality and inter-modality similarities and map 

the high-dimensional multi-modal data to compact binary codes.

Multi-modal Document 

(one image with its narrative text)

0 1 1 1 0 1

1 0 0 1 1 1

0 1 1 1 0 0

…        
Hashing Function

The recent research about cross-media learning

Cross-media Hashing



• Mission: describe one topic/event with aspect-oriented (e.g., 

who-what-how)  multi-modal data (e.g., representative images 

or  topical words). 

Where

Who

WhatHow

Why

When

Topic/

Event

Text

VideoImage

The recent research about cross-media learning

Cross-collection topic modeling



Audio

Video

Webpage

Correlated multi-modal Data

 How to bridge both semantic-gap and heterogeneity 

gap?

Japan 

Earthquake

The recent research about cross-media learning

The Challenge



 Finding relevant textual documents that best match a given 

image;

 Or finding a set of images that visually best illustrate a given text 

description.

 Our Approach:

Supervised Coupled Dictionary Learning with Group Structures for 

Multi-modal Retrieval (SliM2 )

 Yueting Zhuang, Yanfei Wang, Fei Wu, Yin Zhang, Weiming Lu, Supervised 

Coupled Dictionary Learning with Group Structures for Multi-modal Retrieval, 

Proceeding of the Twenty-Seventh  Conference on Artificial Intelligence (AAAI), 

1070-1076,2013,2013 (Oral Paper)

Cross-media retrieval :                  

Supervised coupled dictionary learning with group structures



Cross-modal metric learning methods can be mainly classified into  two kinds of 

approaches

Seek subspaces to maximize the correlations between

two sets of multidimensional variables.

CCA (Hotelling 1936) kernel CCA (Akaho 2006) ,

sparse CCA (Hardoon 2011), structured sparse CCA

(Chen 2012) and GMA(Sharma 2012)

CCA and its

extensions

The extensions of LDA

Model the similarity across different modality through 

topic proportion which include 

Corr-LDA (Blei 2003) , tr-mmLDA (Putthividhy 2010),

mf-CTM (Salomatin, 2009), MDRF (Jia 2011) etc.

Cross-media retrieval :                  

Supervised coupled dictionary learning with group structures



• Too restricted to uncontrolled multi-modal data

CCA and its extensions

 Assume the different 

modality data have a 

common or a shared 

subspace

The extensions of LDA 

 Assume the different 

modality data have same 

topic proportions or Same 

topic numbers or have one-

to-one topic 

correspondences.

Cross-media retrieval :                  

Supervised coupled dictionary learning with group structures



 The proposed Slim2: 

Motivated by the fact that dictionary learning (DL) 

methods have the intrinsic power of dealing with the 

heterogeneous features by generating different 

dictionaries for multi-modal data.

Learn 

multi-modal  

mapping function

Cross-media retrieval :                  

Supervised coupled dictionary learning with group structures



 The optimization of Slim2 :

Sparse

Reconstruction

Group-structure

Preserving with L2-1

norm

Multi-modal

Correlation-preserving 

Mapping

Cross-media retrieval :                  

Supervised coupled dictionary learning with group structures



 The advantages of the proposed Slim2 : 

 Group-structures preserving: encourage the reconstruction of 

data from the same group(e.g., class) by the same dictionary 

elements.

 Multi-modal correlation mapping: learn a relatively simple 

mapping function across modalities.

Cross-media retrieval :                  

Supervised coupled dictionary learning with group structures



The performance comparison in terms of MAP scores on Wiki data set

The performance comparison in terms of Percentage scores on Wiki data set

CCA(Hotelling 1936) GMA(Sharma et al. 2012) SCDL(Wang et al. 2012)  

Cross-media retrieval :                  

Supervised coupled dictionary learning with group structures



Examples of image query text and text query image over Wiki data set by 

SliM2 (top row) and GMA (bottom row)

Cross-media retrieval :                  

Supervised coupled dictionary learning with group structures



Learn a multi-modal ranking function to preserve the orders of 

relevance of multi-modal data.

Our Approach:

Bi-directional Structural Learning to Rank

Xinyan Lu, Fei Wu, Siliang Tang,Zhongfei Zhang, Xiaofei He, Yueting Zhuang, 

A low rank structural large-margin method for cross-modal ranking, SIGIR 2013 

(Full Paper)

Fei Wu, Xinyan Lu, Yin Zhang, Zhongfei Zhang, Shuicheng Yan, Yueting 

Zhuang,Cross-Media Semantic Representation via Bi-directional Learning to 

Rank, Proceedings of the 2013 ACM International Conference on Multimedia 

(ACM Multimedia, Full Paper),2013

Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



 Bi-directional structural 

learning to rank means that 

both text-query-image and 

image-query-text ranking 

examples are utilized in the 

training period.

 This is a general cross-media 

ranking algorithm to optimize 

the bi-directional listwise

ranking loss with a latent 

space embedding.

Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



Text-query-image direction 

Image-query-text direction 

Image queries Ranked text documents

Text queries Ranked images

Text-to-image correlation

Image-to-text correlation

Modeling of Multi-modal Correlation

Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



All the m-dimensional queries q and n-dimensional target documents d are mapped to a k-

dimensional latent space by U and V respectively, in which those data objects with the same 

semantics are grouped to minimize certain listwise ranking loss (e.g., MAP) directly

Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



Image-query-text direction 

bi-directional ranking 

examples

bi-directional structural

Learning with low-rank penalty 

Text-query-image direction
Image-to-text correlation

and Text-image correlation

Latent semantic embedding

Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



Structural risk

Bi-directional 

empirical risk

The penalty for text-query-image direction

The penalty for image-query-text direction

 The objective of Bi-directional structural learning to rank tends to

maximize the margins between the true ranking and all the other 

possible rankings of the target documents for each query in the 

other modality

Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



Text

Query

(R=50)

Text 

Query

(R=all)

Image 

Query

(R=50)

Image 

Query

(R=all)

CCA 0.2343 0.1433 0.2208 0.1451

PAMIR 0.3093 0.1734 0.1797 0.1779

SSI 0.2821 0.1664 0.2344 0.1759

Uni-

CMSRM

0.3663 0.2021 0.2570 0.2229

Bi-

CMSRM

0.3981 0.2123 0.2599 0.2528

Text

Query

(R=50)

Text 

Query

(R=all)

Image 

Query

(R=50)

Image 

Query

(R=all)

CCA 0.1497 0.0851 0.1523 0.0883

PAMIR 0.2046 0.1184 0.5003 0.2410

SSI 0.2156 0.1140 0.4101 0.1992

Uni-

CMSRM

0.2781 0.1424 0.4997 0.2491

Bi-

CMSRM

0.3224 0.1453 0.4950 0.2380

Wikipedia dataset in terms of MAP@R NUS-WIDE dataset in terms of MAP@R

Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



Cross-media Ranking :                  

Bi-directional Structural Learning to Rank



0 1 1 1 0 1

1 0 0 1 1 1

1 1 0 0 0 1

…        

Hashing is promising way to speed up the ANN

(approximate nearest neighbor ) similarity search, which

makes a tradeoff between accuracy and efficiency.

Cross-media Hashing



 Three kinds of hashing approaches

Locality Sensitive Hashing

Spectral Hashing

Multiple Feature Hashing

Composite Hashing(CHMIS)

Homogeneous 

Features

Heterogeneous 

Features

Cross Modal Sensitive Similarity 

Hashing(CMSSH)

Cross View Hashing(CVH)

Multimodal latent binary 

embedding(MLBE)

Multimodal 

data

Cross-media Hashing

Color

Texture

Shape

….

Image

Text

Audio

….



• Multi-modal hashing tends to utilize the intrinsic intra-

modality and inter-modality similarity to learn the 

appropriate relationships of the data objects and provide 

efficient search across different modalities

• Approach: Sparse Multi-modal Hashing

• Fei Wu, Zhou Yu, Yi Yang, Siliang Tang, Yueting 

Zhuang, Sparse multi-modal hashing, IEEE Transactions 

Multimedia

Cross-media Hashing:                  

Sparse Multi-modal Hashing



Multi-modal

dictionaries

Multi-modal  correlation 

modeling

dinosaur,
jaw,

Jurassic

sport,
football,

NFL

Intra-modality 
similarity

Inter-modality 
similarity

sport,
football,

NFL

dinosaur,
jaw,

Jurassic

Image
Dictionary 

Text
Dictionary 

Multi-modal objects

49

Cross-media Hashing:                  

Sparse Multi-modal Hashing

 Step 1: The Joint Learning of Multi-modal Dictionaries



Sparse 

Reconstruction

Hypergraph Laplacian 

Penalty

 Our approach is formulated by coupling the multi-modal 

dictionary learning (in terms of approximate reconstruction of 

each data object with a weighted linear combination of a small 

number of “basis vectors”) and a regularized hypergraph penalty 

(in terms of the modeling of multi-modal correlation). 

Cross-media Hashing:                  

Sparse Multi-modal Hashing



Sparse Reconstruction Sparse codesetsMulti-modal objects

Both intra-modality and inter-modality similarities are preserved. For examples, two “dinosaur”

images have the same sparse codeset, and two “dinosaur” images have similar sparse codesets

with their relevant text (dinosaur, ancient and fossil, etc). On the contrary, two “dinosaur”

images have apparently different sparse codesets with their irrelevant text(sport, football, etc).

Image
Dictionary 

dinosaur,
ancient,

fossil

sport,
football,

NFL Text
Dictionary 

(3, 4, 6, 7)

(3, 4, 6, 7)

(2, 4, 6, 7)

(1, 4, 5, 8)

dinosaur,
jaw,

Jurassic
dinosaur,
ancient,

fossil

sport,
football,

NFL

Cross-media Hashing:                  

Sparse Multi-modal Hashing

 Step 2: The Generation of Sparse Codesets



52

Cross-media Hashing:                  

Sparse Multi-modal Hashing

 activate the most relevant component and induce a compact 

codeset for each data from its corresponding sparse coefficients





mAP score on NUS-WIDE mAP score on WIKI

Cross-media Hashing:                  

Sparse Multi-modal Hashing



Cross-media Hashing:                  

Sparse Multi-modal Hashing

For the image-query-texts direction, we can find that given a ‘battleship’ image belongs to 

the “warfare” category, the top retrieved texts of our SM2H are clearly relevant while the 

three counterparts all produce some irrelevant results.



Cross-media Hashing:                  

Sparse Multi-modal Hashing

For the text-query-images direction, given a text about “church”,“building”,etc, the top

retrieved images of SM2H are the most relevant compared with the counterparts. Moreover, 

the retrieved result of SM2H2 is more accurate than SM2H1 in human understanding.



The lion (Panthera leo) is one of the four

big cats in the genus Panthera and a

member of the family Felidae. With some

males exceeding 250 kg in weight, it is the

second-largest living cat after the tiger.

Wild lions currently exist in sub-Saharan

Africa and in Asia (where an endangered

remnant population resides in Gir Forest

National Park in India) while other types of

lions have disappeared from North Africa

and Southwest Asia in historic times

Global

Features

Local

Features

Color

Texture

Shape

….

SIFT 

GLOH

LBP 

….

Textual

Features

TF*IDF 

n-Gram

POS

...

Attributes

 Appearance

 Habitats

 Biology

Multi-modal Data Low-level Features High-level semantics

Lion

Grass

…

Conclusion

 The appropriate utilization of contextual information 

is a key for cross-media understanding!



Thanks !


